# 從雜亂到有序：構建一個完美的自動化會議記錄生成系統

## 第一章：解構會議記錄自動化挑戰

在當代企業環境中，高效的時間管理與資訊流通是維持競爭力的關鍵。然而，會議記錄的整理與格式化，這項看似基礎的行政工作，卻往往消耗大量人力資源，且容易因人為疏忽產生錯誤或不一致。將此流程自動化，不僅能釋放寶貴的人力，更能確保企業內部資訊記錄的標準化與準確性，這已成為學術界與業界共同關注的課題 1。本報告旨在提供一個全面、深入且可實踐的技術指南，以應對「如何完美地依據指定的 Word 格式，將雜亂的文本整理成固定的會議記錄，並提供 Word 檔案下載」這一核心需求。

### 1.1 自動化的商業必要性

手動整理會議記錄是一項典型的低附加價值、高重複性的工作。記錄者需要在會議中或會後聆聽錄音，將口語化的討論轉化為書面文字，再 painstakingly 地調整字體、段落、表格，使其符合公司內部的標準範本。此過程不僅耗時，且極易出錯，例如遺漏關鍵決策、誤記負責人，或格式設定不一致。一個自動化的系統能夠從根本上解決這些問題，將非結構化的原始文本（無論是速記草稿還是語音轉文字的初步結果）轉化為一份專業、標準化的官方文件，從而提升整體營運效率。

### 1.2 雙重挑戰：資訊萃取與文件生成

使用者提出的需求可以被精確地分解為兩個獨立但環環相扣的技術挑戰：

1. **資訊萃取 (Information Extraction)**：此階段的核心任務是讓機器「讀懂」非結構化的文本。這意味著需要運用自然語言處理 (NLP) 技術，從一段連續的文字中辨識並抽取出具有特定意義的結構化資訊，例如會議主題、出席者名單、討論要點、決議事項以及最重要的——行動項目與其負責人 3。
2. **文件生成 (Document Generation)**：在成功萃取出結構化數據後，下一個挑戰是將這些數據以程式化的方式填入一個預先定義好的 Microsoft Word 範本中。這不僅僅是簡單的文字替換，還需要能夠動態生成表格、處理列表，並完整保留範本原有的複雜格式，如頁首、頁尾、公司標誌和樣式設定 6。

### 1.3 定義「完美」：從原始文本到無瑕報告

使用者需求中的「完美」一詞，為本解決方案設定了極高的技術標準。這意味著系統不能僅僅是一個脆弱的、基於固定規則的腳本。真實世界的會議記錄草稿充滿了語言的「雜亂性」——句式多變、用詞不一、甚至可能存在錯別字或口語化的表達。例如，指派一個任務，可能被表述為「請王總負責」、「這件事交給王總跟進」、「王總，這個你看一下」，或是更簡潔的「執行：王總」。

一個真正「完美」的系統必須具備足夠的智慧與彈性，以應對這種語言上的不確定性。傳統的規則式方法，如正則表達式 (Regular Expressions)，在面對這種多樣性時會顯得力不從心，任何微小的語言變體都可能導致其失效 8。因此，要達到使用者所期望的健壯性與高準確率，解決方案的核心必須採用更先進的 NLP 模型。這些模型，特別是大型語言模型 (LLM)，能夠超越關鍵字匹配，理解文本的深層語義和上下文，從而準確地識別出不同表述方式背後的相同意圖 10。這正是本報告將重點闡述的技術路徑，也是實現從「雜亂」到「完美」轉化的關鍵所在。

## 第二章：建立數據綱要：萃取的藍圖

在撰寫任何程式碼之前，首要任務是精確定義我們的目標。本章節將深入分析使用者提供的範本文件 (20250901經營會議記錄.pdf) 13，以建立一個明確、完整的數據綱要 (Data Schema)。這個綱要將作為資訊萃取階段的最終產出，以及文件生成階段的唯一輸入，是整個自動化流程中至關重要的「數據合約」。

### 2.1 目標文件的結構剖析

透過對範例會議記錄的詳細檢視，我們可以將其資訊結構進行歸類，以便於後續的數據模型設計。

* **靜態元數據 (Static Metadata)**：這些是單一值的欄位，在每份會議記錄中只會出現一次。
  + 開會事由 (Meeting Subject)
  + 地點 (Location)
  + 時間 (Time)
  + 主席 (Chairperson)
  + 記錄 (Recorder)
* **列表型元數據 (List-based Metadata)**：這些是包含多個值的欄位，通常是人員名單。
  + 出席人員 (Attendees)
  + 請假人員 (Absentees)
  + 列席人員 (Non-voting Attendees)
* **層級式內容 (Hierarchical Content)**：這是文件的主體部分，即「議程」。其結構具有巢狀特性，一個議程可能包含多個大項，每個大項下又包含若干個討論子點，並附帶一個或多個「執行/跟催」項目。這種層級關係必須在數據綱要中得到體現，否則將失去重要的上下文聯繫。例如，「ERP 系統」這個主題下的執行項目，必須與該主題綁定，而不是成為一個孤立的待辦事項。

### 2.2 設計數據合約：結構化中間表示

基於上述分析，我們可以設計一個能夠精確描述會議記錄所有資訊的數據結構。在 Python 中，使用 dataclasses 是一個極佳的選擇，因其能提供類型提示和清晰的結構定義。一個可能的數據綱要定義如下：

Python

from dataclasses import dataclass, field  
from typing import List, Optional  
  
@dataclass  
class ActionItem:  
 """代表一個行動項目及其負責人"""  
 owner: str  
 task\_description: Optional[str] = None # 任務描述可能隱含在主題中  
  
@dataclass  
class AgendaItem:  
 """代表一個議程項目，包含討論點和行動項目"""  
 topic: str  
 discussion\_points: List[str]  
 action\_items: List[ActionItem] = field(default\_factory=list)  
  
@dataclass  
class MeetingMinutes:  
 """代表整份會議記錄的結構化數據"""  
 meeting\_subject: str  
 location: str  
 time: str  
 chairperson: str  
 recorder: str  
 attendees: List[str]  
 absentees: List[str]  
 non\_voting\_attendees: Optional[List[str]] = None  
 agenda: List[AgendaItem] = field(default\_factory=list)  
 approvers: Optional[List[str]] = None

這個綱要的設計直接反映了原始文件的巢狀結構。一個頂層的 MeetingMinutes 物件包含了所有的元數據和一個 AgendaItem 的列表。每個 AgendaItem 又包含了自身的討論要點和一個 ActionItem 列表。這種設計確保了數據的完整性和上下文的保留，是實現精確文件生成的基礎。

### 2.3 結構化中間表示的力量

定義這樣一個嚴謹的數據綱要，其價值遠不止於數據儲存。它在系統架構中扮演著「解耦合」的關鍵角色。

* **對於資訊萃取模組**：該綱要成為一個清晰的萃取目標。無論是使用傳統的 NLP 技術還是先進的 LLM，最終的任務都是填充這個結構化物件。這使得萃取邏輯的開發有了明確的指引。
* **對於文件生成模組**：該綱要成為一個穩定的數據來源。文件生成程式碼的開發者可以確信他們將會收到一個符合此結構的物件，從而可以編寫健壯、可預測的程式碼來遍歷數據並填充 Word 範本。

這種分離使得兩個模組可以獨立開發、測試和升級。例如，未來若決定從 spaCy 模型更換為更先進的 LLM 來進行萃取，只要新的萃取模組仍然能夠產出符合此綱要的數據物件，文件生成模組就無需進行任何修改。同樣地，如果公司決定變更 Word 範本的視覺設計，只要所需數據欄位不變，萃取模組也無需改動。這種架構上的靈活性和可維護性，是構建企業級自動化系統的核心原則。

為了更直觀地展示此數據綱要，下表詳細列出了每個欄位及其對應的描述和範例。

**Table 2.1: 會議記錄數據綱要**

| 欄位名稱 | 數據類型 | 描述 | 範例 13 |
| --- | --- | --- | --- |
| meeting\_subject | string | 會議的主要事由或主題。 | "經營會議" |
| location | string | 會議進行的地點。 | "內湖 3B01會議室" |
| time | string | 會議的日期與時間範圍。 | "2025年09月01日10:00~10:55" |
| chairperson | string | 會議主席的姓名與職稱。 | "王超群董事長" |
| recorder | string | 會議記錄者的姓名。 | "彭美慧" |
| attendees | List[string] | 出席人員的姓名列表。 | ["溫健良", "邵惠周",...] |
| absentees | List[string] | 請假人員的姓名列表。 | ["高永結", "史明龍"] |
| non\_voting\_attendees | List[string] | 列席人員的姓名列表。 | ["湯惠剛"] |
| agenda | List[AgendaItem] | 包含所有議程項目的列表。 | [...] |
| AgendaItem.topic | string | 議程大項的標題。 | "1. ERP系統,優化項目及待完成報表進度:" |
| AgendaItem.discussion\_points | List[string] | 該議程下的具體討論內容或決議。 | ["(1)8/26~27 已召開會議...", "(2)目標於今年底前完成..."] |
| AgendaItem.action\_items | List[ActionItem] | 該議程下的行動項目列表。 | [...] |
| ActionItem.owner | string | 行動項目的執行或跟催負責人/部門。 | "李祥睿助理副總 各部門主管" |

## 第三章：核心引擎：從非結構化文本中萃取結構化數據

本章節是整個解決方案的技術核心，將深入探討如何將原始的中文會議記錄文本，轉換為前一章節定義的結構化數據綱要。我們將介紹一種結合了傳統 NLP 工具與最先進大型語言模型 (LLM) 的混合策略，以實現最高的準確性與健壯性。

### 3.1 準備工作：中文文本的 NLP 環境

為了處理中文文本，我們需要一個功能強大且高效的 NLP 函式庫。spaCy 是一個業界公認的、為生產環境設計的開源函式庫，以其卓越的性能和現代化的 API 設計而著稱 14。

中文語言模型選擇

spaCy 提供了多個預訓練的中文管線 (pipeline)，包括 zh\_core\_web\_sm (小), zh\_core\_web\_md (中), zh\_core\_web\_lg (大), 和 zh\_core\_web\_trf (基於 Transformer) 16。這些模型內建了斷詞、詞性標註 (Part-of-Speech Tagging) 和命名實體辨識 (Named Entity Recognition, NER) 等功能 16。

* **sm/md/lg 模型**：這些是基於卷積神經網絡 (CNN) 的模型，執行速度快，對計算資源要求較低。模型越大，通常包含的詞向量越豐富，準確率也越高。
* **trf 模型**：這個模型基於更先進的 Transformer 架構 (如 BERT)，在理解上下文和處理複雜語義方面表現更佳，因此在 NER 等任務上通常能達到最高的準確度。

對於本任務，由於準確識別人員姓名 (PERSON) 和部門 (ORG) 對於指派行動項目至關重要，因此建議使用 zh\_core\_web\_lg 或 zh\_core\_web\_trf 模型，以犧牲些許處理速度來換取更高的辨識準確率。

### 3.2 針對元數據的混合萃取策略

對於文件中結構相對固定的元數據，可以採用高效的混合策略。

* **規則式方法**：對於像「時間」、「地點」這類具有明顯模式的欄位，可以使用正則表達式進行快速匹配。這是一種計算成本極低且非常可靠的方法 3。
* **命名實體辨識 (NER)**：對於「主席」、「記錄」、「出席人員」等欄位，可以利用 spaCy 的 NER 功能。首先定位到包含這些關鍵詞的行，然後對該行的文本運行 NER 模型，萃取出所有被標記為 PERSON 的實體 18。

Python

import spacy  
  
# 載入高效能的中文模型  
nlp = spacy.load("zh\_core\_web\_lg")  
  
text = "主席: 王超群董事長, 出席人員: 溫健良、邵惠周、廖振翔"  
doc = nlp(text)  
  
# 萃取人名實體  
persons =  
# 輸出可能為: ['王超群', '溫健良', '邵惠周', '廖振翔']

這種混合方法結合了規則的效率和 NER 的靈活性，能夠快速準確地處理文件頭部的元數據。

### 3.3 最先進技術：運用 LLM 進行結構化萃取

對於文件主體中結構複雜、語義多變的議程內容，傳統的 NLP 方法（如依存句法分析）雖然可行，但開發複雜度高且健壯性差。此時，大型語言模型 (LLM) 提供了一種革命性的解決方案 9。

「LLM 即解析器」模式

這個模式的核心思想是，不再編寫複雜的程式碼來解析文本，而是將 LLM 作為一個通用的、可指令的「解析引擎」。其成功的關鍵在於將 LLM 的強大語義理解能力與確定性的數據驗證工具相結合。

1. **使用 Pydantic 強制定義綱要**：Pydantic 是一個 Python 的數據驗證函式庫，它允許我們用簡單的類別來定義數據的結構和類型 20。我們將第二章的數據綱要用 Pydantic 模型來實現。這不僅是為了數據儲存，更重要的是，它將成為驗證 LLM 輸出的「守門員」。
2. **精心設計提示 (Prompt Engineering)**：我們需要建構一個清晰的提示，指示 LLM 如何執行萃取任務。一個高效的提示通常包含以下幾個部分（這種方法被稱為「少樣本提示」Few-Shot Prompting）：
   * **角色設定**：告知 LLM 它扮演的角色，例如「你是一個專業的會議記錄分析助手」。
   * **任務描述**：清晰地說明任務目標，例如「請從以下會議記錄文本中，萃取所有議程項目、討論要點和行動項目，並以指定的 JSON 格式輸出」。
   * **輸出格式定義**：將 Pydantic 模型的 JSON Schema 提供給 LLM，讓它確切地知道需要輸出的欄位名稱、類型和巢狀結構。
   * **高品質範例**：提供一到兩個完整的「輸入文本 -> 輸出 JSON」的範例。這能極大地幫助 LLM 理解任務的細節和邊界情況，顯著提升輸出結果的穩定性和準確性 11。
3. **整合與驗證**：透過 API 呼叫 LLM（例如使用 openai 函式庫），獲取其生成的 JSON 字串。然後，立即嘗試用這個字串來實例化我們的 Pydantic 模型。
   * 如果 JSON 格式正確且所有欄位都符合 Pydantic 模型定義的類型，則實例化成功，我們得到一個乾淨、可靠、類型安全的 Python 物件。
   * 如果 LLM 輸出的 JSON 格式有誤，或者欄位不匹配，Pydantic 會立刻拋出一個驗證錯誤 (ValidationError)。我們可以捕捉這個錯誤，並觸發重試機制，例如將錯誤訊息反饋給 LLM，要求它修正後重新生成 12。

這種「LLM 理解 + Pydantic 驗證」的閉環工作流，巧妙地結合了 LLM 的靈活性和 Pydantic 的嚴謹性。它將 LLM 從一個不穩定的文本生成器，轉變為一個可靠的結構化數據提供者，是解決複雜非結構化資訊萃取問題的當前最佳實踐。

### 3.4 方法論比較

為了讓技術選型更加清晰，下表對比了傳統 NLP 方法與推薦的 LLM 方法在各個維度的表現。

**Table 3.1: 資訊萃取方法論比較**

| 方法論 | 準確率與健壯性 | 實作複雜度 | 營運成本 | 可維護性 | 最適用場景 |
| --- | --- | --- | --- | --- | --- |
| **傳統 NLP (規則+模型)** | 中等。對語言變體較脆弱，規則需窮舉所有可能性。 | 高。需要深厚的語言學知識和複雜的規則編寫，開發週期長。 | 低。模型可在本地端執行，無持續性 API 費用。 | 差。每當出現新的表達方式時，都需要修改程式碼並重新部署。 | 結構高度固定、語義單一的欄位，如日期、時間。 |
| **LLM + Pydantic** | 高至極高。能理解上下文和語義，對語言變體具有很強的適應性。 | 中等。主要工作在於提示工程和 API 整合，而非複雜的演算法編寫。 | 中至高。依賴第三方 API 服務，會產生持續性費用。 | 優。調整提示 (Prompt) 通常比修改和測試複雜的程式碼規則更容易、更快速。 | 結構複雜、語義豐富、表達方式多樣的內容萃取。 |

顯然，對於本報告旨在解決的核心問題——從「雜亂」的議程文本中萃取層級式內容——LLM + Pydantic 的方法在準確率、健壯性和長期可維護性方面具有壓倒性優勢。儘管存在 API 營運成本，但其所節省的開發時間和維護成本，以及帶來的高品質結果，使其成為構建「完美」自動化系統的不二之選。

## 第四章：自動化文件組裝與 python-docx

當我們成功地將非結構化文本轉換為乾淨、結構化的數據物件後，接下來的任務便是將這些數據精確地填入 Microsoft Word 文件範本中。本章節將詳細介紹如何使用 python-docx 函式庫，透過一種高效的「範本化」策略，來完成此一任務。

### 4.1 python-docx 函式庫簡介

python-docx 是 Python 社群中用於創建和修改 .docx 檔案的首選工具 7。它提供了一套完整的 API，讓我們可以程式化地操作 Word 文件的各種元素，包括段落、文字、表格、樣式等 24。

### 4.2 範本化的強大威力

從零開始用程式碼構建一份包含複雜格式（如頁首、頁尾、表格樣式、字體設定）的 Word 文件，是一件極其繁瑣且難以維護的工作。一個更為優雅且高效的策略是「範本化」。

這種策略的核心思想是**將內容與表現分離**。我們首先在 Microsoft Word 中手動創建一個 .docx 檔案作為「範本」。這個範本檔案 (template.docx) 包含了所有靜態的、與格式相關的元素：

* **頁首與頁尾**：例如公司名稱、文件標題、頁碼以及「Confidential」等標示。
* **樣式定義**：預設的字體、字號、顏色、段落間距等。
* **表格結構與樣式**：預先設計好的表格框架，包含正確的欄寬、框線和底色。

python-docx 的一個關鍵特性是，當它開啟一個現有的文件時，它會完整保留所有它無法直接編輯或理解的元素，例如頁首、頁尾的詳細設定 6。這使得範本化策略極其實用。我們可以在範本中為需要動態填入的數據設定簡單的佔位符（例如

{{chairperson}}），然後讓 Python 腳本專注於尋找並替換這些佔位符，以及動態填充表格內容。

這種做法帶來了巨大的維護優勢。如果未來公司的品牌識別系統更新，需要修改文件的頁首 Logo 或標準字體，非技術人員（如行政或市場部門的同事）可以直接在 Word 中修改 template.docx 檔案，而無需開發人員介入修改任何一行 Python 程式碼。這大大降低了系統的長期維護成本，並提高了業務的靈活性。

### 4.3 程式化填充：從數據到文件

以下是將結構化數據填充到 Word 範本的具體步驟與程式碼範例。

1. 載入範本  
   使用 docx.Document 即可輕鬆載入我們預先準備好的範本檔案。  
   Python  
   from docx import Document  
     
   # 載入範本文件  
   document = Document('template.docx')
2. 替換簡單佔位符  
   對於像主席、時間等單一值的元數據，我們可以遍歷文件中的所有段落和文字塊 (run)，尋找並替換佔位符。  
   Python  
   def replace\_placeholder(doc, placeholder, value):  
    """在文件中尋找並替換指定的佔位符"""  
    for paragraph in doc.paragraphs:  
    if placeholder in paragraph.text:  
    # 替換過程需要處理跨 run 的情況，簡化版如下  
    # 完整的實現需要更細緻的 run 遍歷和替換  
    inline = paragraph.runs  
    for i in range(len(inline)):  
    if placeholder in inline[i].text:  
    text = inline[i].text.replace(placeholder, value)  
    inline[i].text = text  
     
   # 從我們的數據物件中獲取數據  
   # meeting\_data =... (從第三章獲得的 MeetingMinutes 物件)  
   replace\_placeholder(document, '{{chairperson}}', meeting\_data.chairperson)  
   replace\_placeholder(document, '{{meeting\_date}}', meeting\_data.time)  
   #... 對其他元數據進行替換
3. 動態建立議程表格  
   這是最核心的部分。我們需要在範本中預留一個表格（可以只有一個標題行），或者在程式碼中找到一個特定的標記位置來插入新表格。假設我們的範本中已經有一個ID為 agenda\_table 的表格。  
   Python  
   # 假設我們能透過某種方式定位到議程表格  
   # 實際應用中可能需要更穩健的定位方式，例如尋找特定標題後的表格  
   table = document.tables # 假設它是文件中第一個表格  
     
   # 遍歷從數據物件中獲取的議程列表  
   for item in meeting\_data.agenda:  
    # 為每個議程項目新增一行  
    row\_cells = table.add\_row().cells  
     
    # 格式化討論要點和行動項目  
    discussion\_text = "\n".join(item.discussion\_points)  
     
    action\_items\_text\_parts =  
    for action in item.action\_items:  
    action\_items\_text\_parts.append(f"{action.owner}")  
    action\_items\_text = "\n".join(action\_items\_text\_parts)  
     
    # 填充儲存格內容  
    # 假設表格有三欄：議程、報告/決議/執行事項、執行/跟催  
    row\_cells.text = item.topic  
    row\_cells.text = discussion\_text  
    row\_cells.text = action\_items\_text  
     
   這段程式碼會根據結構化數據中的 agenda 列表長度，動態地向表格中添加相應數量的行，並將每個議程的詳細資訊填入正確的儲存格中。

### 4.4 儲存最終文件

完成所有內容的填充後，最後一步是將修改後的 Document 物件儲存為一個新的 .docx 檔案。

Python

# 將填充好內容的文件儲存到新檔案  
document.save('output\_meeting\_minutes.docx')

更進一步，為了實現網頁下載功能，python-docx 支援將文件儲存到一個「類檔案物件」(file-like object) 中，例如記憶體中的二進位流，這將在下一章節中詳細介紹 6。

## 第五章：完整工作流程：從原始文本到可下載的報告

本章節將前述所有概念融會貫通，構建一個完整、連貫的端到端應用程式。這個應用程式將作為一個 Web 服務，接收非結構化的會議記錄文本，經過自動化處理後，直接向使用者提供一份格式完美的 Word 文件供下載，從而完整地回應使用者的所有需求。

### 5.1 系統架構概覽

整個自動化系統的數據流可以概括為以下幾個步驟，這構成了一個典型的微服務架構模式：

1. **接收請求**：使用者透過 HTTP POST 請求，將原始的會議記錄文本發送到 Web 服務的指定 API 端點。
2. **啟動服務**：Web 伺服器（我們將使用 Flask）接收請求並調用核心處理邏輯。
3. **資訊萃取**：呼叫第三章中設計的 NLP 萃取服務。該服務接收原始文本，利用 LLM 和 Pydantic 模型，將其轉換為結構化的 MeetingMinutes 數據物件。
4. **文件生成**：將上一步產生的數據物件傳遞給第四章中設計的文件生成服務。該服務載入 Word 範本，並將數據填充進去。
5. **記憶體內儲存**：文件生成後，並非儲存到伺服器的硬碟上，而是直接寫入一個記憶體內的二進位流 (in-memory binary stream)。
6. **回傳檔案**：Web 伺服器構建一個 HTTP 回應，將記憶體中的 Word 文件流作為附件 (attachment) 發送給使用者，觸發瀏覽器的下載行為。

這種架構的優點在於其無狀態 (stateless) 和高效性。由於過程中不涉及對伺服器本地檔案系統的讀寫，系統可以更輕鬆地進行水平擴展，並且避免了管理臨時檔案所帶來的複雜性和潛在的權限問題。

### 5.2 使用 Flask 搭建 Web 服務

Flask 是一個輕量級的 Python Web 框架，非常適合快速搭建 API 服務。以下是一個基本的 Flask 應用程式骨架，用於接收我們的請求。

Python

# app.py  
from flask import Flask, request, send\_file, jsonify  
import io  
  
# 引入我們之前定義的萃取和生成模組  
# from extraction\_service import extract\_minutes\_data  
# from generation\_service import create\_minutes\_document  
  
app = Flask(\_\_name\_\_)  
  
@app.route('/generate\_minutes', methods=)  
def generate\_minutes\_endpoint():  
 #... 完整的處理邏輯將在此實現...  
 pass  
  
if \_\_name\_\_ == '\_\_main\_\_':  
 app.run(debug=True)

### 5.3 端到端整合腳本

現在，我們將所有部分整合到 Flask 的 API 端點中。這段程式碼是整個系統的核心協調器。

Python

# app.py (完整版)  
from flask import Flask, request, send\_file, jsonify  
import io  
from docx import Document  
  
# 假設這是我們在第三章和第四章中定義的函數和類別  
# 為了演示，這裡會使用簡化的虛擬實現  
from schema import MeetingMinutes # 假設 schema.py 包含 Pydantic/dataclass 定義  
from extraction\_service import extract\_minutes\_data # 假設此函數返回 MeetingMinutes 物件  
from generation\_service import create\_minutes\_document # 假設此函數接收數據並返回 Document 物件  
  
app = Flask(\_\_name\_\_)  
  
@app.route('/generate\_minutes', methods=)  
def generate\_minutes\_endpoint():  
 """  
 接收原始文本，生成並回傳會議記錄 Word 檔案。  
 """  
 # 1. 獲取原始文本輸入  
 raw\_text = request.data.decode('utf-8')  
 if not raw\_text:  
 return jsonify({"error": "Request body is empty"}), 400  
  
 try:  
 # 2. 呼叫資訊萃取服務  
 # structured\_data: MeetingMinutes = extract\_minutes\_data(raw\_text)  
 # --- 為了演示，使用虛擬數據 ---  
 from schema import ActionItem, AgendaItem  
 structured\_data = MeetingMinutes(  
 meeting\_subject="經營會議",  
 location="內湖 3B01會議室",  
 time="2025年09月01日10:00~10:55",  
 chairperson="王超群董事長",  
 recorder="彭美慧",  
 attendees=["溫健良", "邵惠周", "廖振翔"],  
 absentees=["高永結", "史明龍"],  
 non\_voting\_attendees=["湯惠剛"],  
 agenda=,  
 action\_items=[ActionItem(owner="李祥睿助理副總 各部門主管")]  
 ),  
 AgendaItem(  
 topic="2. AI應用事項:",  
 discussion\_points=["(1) 外部一系列講座,截至目前已舉辦七場", "(3) AI策略規劃師認證:8月有2名同仁參加並通過考試"],  
 action\_items=[ActionItem(owner="湯惠剛資深副總"), ActionItem(owner="陳文彬資深協理")]  
 )  
 ]  
 )  
 # --- 虛擬數據結束 ---  
  
 # 3. 呼叫文件生成服務  
 # document: Document = create\_minutes\_document(structured\_data, 'template.docx')  
 # --- 為了演示，使用虛擬生成邏輯 ---  
 document = Document('template.docx') # 假設有一個範本  
 # 這裡應包含第四章的佔位符替換和表格填充邏輯  
 #...  
 document.add\_paragraph(f"主題：{structured\_data.meeting\_subject}")  
 document.add\_paragraph(f"主席：{structured\_data.chairperson}")  
 # --- 虛擬生成邏輯結束 ---  
  
  
 # 4. 啟用下載功能  
 return serve\_document(document)  
  
 except Exception as e:  
 # 實際應用中應加入更詳細的錯誤日誌  
 return jsonify({"error": f"An error occurred: {str(e)}"}), 500  
  
def serve\_document(document: Document):  
 """  
 將 docx Document 物件轉換為可供下載的 HTTP 回應。  
 """  
 # 5. 將文件儲存到記憶體流  
 file\_stream = io.BytesIO()  
 document.save(file\_stream)  
 file\_stream.seek(0) # 將指標移至流的開頭，準備讀取  
  
 # 6. 構建 Flask 回應以觸發下載  
 return send\_file(  
 file\_stream,  
 as\_attachment=True,  
 download\_name='meeting\_minutes.docx',  
 mimetype='application/vnd.openxmlformats-officedocument.wordprocessingml.document'  
 )  
  
if \_\_name\_\_ == '\_\_main\_\_':  
 # 在生產環境中，應使用 Gunicorn 或 uWSGI 等 WSGI 伺服器  
 app.run(host='0.0.0.0', port=5000)

### 5.4 實現文件下載的關鍵

實現「下載」功能而非僅僅在伺服器端生成檔案的關鍵，在於上述程式碼的 serve\_document 函數。

1. **使用 io.BytesIO**：python-docx 的 document.save() 方法不僅可以接受檔案路徑，還可以接受任何「類檔案物件」 6。  
   io.BytesIO 正是這樣一個物件，它在記憶體中模擬了一個二進位檔案。我們將生成的 Word 文件內容直接寫入這個記憶體緩衝區。
2. **設置 send\_file 參數**：Flask 的 send\_file 函數是專門用來發送檔案的。
   * as\_attachment=True：這個參數是核心。它會在 HTTP 回應的標頭 (Header) 中加入 Content-Disposition: attachment，這會告訴瀏覽器不要嘗試在頁面內顯示這個檔案，而是將其作為附件處理，從而彈出下載對話框。
   * download\_name='meeting\_minutes.docx'：這指定了使用者下載時預設的檔案名稱。
   * mimetype：這指定了檔案的媒體類型 (MIME Type)。對於 .docx 檔案，正確的 MIME 類型是 application/vnd.openxmlformats-officedocument.wordprocessingml.document。這有助於瀏覽器和作業系統正確識別檔案類型。

透過這種方式，我們構建了一個專業且可擴展的解決方案，它將複雜的 NLP 處理和文件操作封裝在一個簡單的 API 背後，完美地實現了使用者從輸入原始文本到下載格式化 Word 報告的全部需求。

## 第六章：進階議題與系統的未來展望

成功構建一個可運作的原型系統只是第一步。為了將其部署到生產環境並確保長期穩定運行，還需要考慮錯誤處理、持續優化、效能擴展等進階議題。本章節將探討如何加固我們的解決方案，並展望其未來的發展潛力。

### 6.1 系統的健壯性與錯誤處理

一個生產級的系統必須能夠優雅地處理各種預期之外的狀況。

* **萃取失敗的應對策略**：LLM 的輸出並非 100% 穩定。有時它可能生成格式錯誤的 JSON，或者其內容無法通過 Pydantic 的驗證。
  + **重試機制**：當 Pydantic 驗證失敗時，不應直接向使用者回報錯誤。可以實作一個帶有重試邏輯的機制。例如，捕捉 ValidationError，將錯誤訊息（例如「缺少 chairperson 欄位」）作為新的上下文資訊，再次請求 LLM 進行修正。
  + **回退機制 (Fallback)**：如果多次重試後 LLM 仍然無法提供有效的輸出，系統可以回退到一個更簡單的模式，例如僅萃取議程標題，或者直接通知人工介入，而不是完全崩潰。
* **輸入驗證**：在將文本發送給成本較高的 LLM API 之前，應進行初步的輸入驗證。檢查輸入文本是否為空、長度是否過短，或者是否包含基本的會議記錄關鍵詞（如「會議」、「主席」、「議程」等），以過濾掉明顯無效的請求。

### 6.2 準確率的持續改善與維護

模型的準確率並非一成不變，需要持續的維護和優化。

* **提示工程 (Prompt Engineering)**：LLM 的表現與提示的品質高度相關。隨著系統在實際應用中遇到越來越多的邊界案例（edge cases），應持續迭代和優化我們的提示。例如，如果發現模型經常將「建議」誤判為「決議」，可以在提示的範例中加入一個明確區分這兩者的例子。
* **少樣本學習 (Few-Shot Learning) 的威力**：在提示中提供高品質、多樣化的範例，是引導模型產生正確輸出的最有效方法之一。應建立一個小型的「黃金標準」範例集（例如 5-10 個），涵蓋各種不同的會議類型和語言風格。當模型表現不佳時，首先應檢查和擴充這個範例集 11。

### 6.3 擴展性與效能考量

當系統需要處理大量請求時，效能和擴展性成為主要考量。

* **非同步處理**：LLM API 的呼叫通常是 I/O 密集型操作，可能需要數秒鐘才能返回結果。將 Flask 應用程式部署在支援非同步工作模式的 WSGI 伺服器（如 Gunicorn 搭配 gevent 或 uvicorn）上，可以顯著提高系統的吞吐量，使其能同時處理多個請求。
* **結果快取 (Caching)**：如果存在重複處理相同會議記錄文本的可能性，可以引入快取機制。將原始文本的雜湊值 (hash) 作為鍵，將萃取出的結構化數據作為值，存儲在 Redis 等記憶體資料庫中。在處理新請求時，首先檢查快取，可以避免不必要的 API 呼叫，降低成本和延遲。

### 6.4 學術前沿與未來功能

本報告所構建的系統是一個堅實的基礎，而會議記錄自動化領域仍在不斷發展。未來的增強功能可以從以下幾個方向探索：

* **抽象式摘要 (Abstractive Summarization)**：目前的系統是「萃取式」的，即直接從原文中提取句子。未來的系統可以利用更先進的摘要模型，生成更為流暢、連貫的「抽象式」摘要，即用模型自己的語言來總結會議要點 1。
* **情緒分析 (Sentiment Analysis)**：可以整合情緒分析模型，分析會議中不同發言者對特定議題的態度（正面、負面、中立），為管理者提供超越文字內容的深層洞察 26。
* **發言人日誌 (Speaker Diarization)**：若輸入源是會議錄音，可以結合語音辨識和發言人辨識技術，自動標記每一段發言的歸屬，生成帶有發言人標籤的逐字稿，從而可以分析特定人員的觀點和承諾 27。

## 結論

本報告詳細闡述了一個從零開始構建全自動化會議記錄生成系統的完整技術藍圖。該系統的核心在於採用了一種結合大型語言模型 (LLM) 與確定性數據驗證的先進架構，以應對處理非結構化中文文本的複雜挑戰。

**核心建議與實踐路徑如下：**

1. **架構先行，數據為本**：在動手編寫程式碼之前，必須先透過深入分析目標文件，定義一個嚴謹、層級化的數據綱要。這個綱要不僅是系統的藍圖，更是解耦資訊萃取與文件生成這兩大模組的關鍵。
2. **擁抱 LLM，兼顧傳統**：對於語義豐富、結構多變的議程內容，推薦採用「LLM 即解析器」的模式。透過精心設計的提示工程和 Pydantic 的強制驗證，可以將 LLM 轉變為一個穩定、可靠的結構化數據來源。同時，對於格式固定的元數據，可輔以正則表達式和傳統 NER 技術以提高效率。
3. **內容與表現分離**：在文件生成階段，應採用「範本化」策略。利用 python-docx 函式庫讀取一個預先設計好樣式的 Word 範本，僅以程式碼填充內容。這種做法極大地提升了系統的長期可維護性，使得視覺格式的變更無需開發人員介入。
4. **服務化交付**：為了滿足使用者對「檔案下載」的需求，整個解決方案應被封裝在一個輕量級的 Web 服務中。透過在記憶體中生成文件並直接以 HTTP 回應流的形式發送，可以構建一個高效、無狀態且易於擴展的應用程式。

總而言之，將雜亂的會議記錄文本自動轉換為格式完美的 Word 文件，是一個典型的、融合了多種 NLP 技術和軟體工程實踐的複雜問題。遵循本報告提出的架構和方法，開發者不僅能夠解決當前的具體需求，更能構建一個健壯、可擴展、可維護的企業級自動化解決方案，為組織帶來切實的效率提升。
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